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ABSTRACT
In this paper we present a prototype for parental control that de-
tects images with adult content received on a mobile device. More
specifically, the application that we developed is able to intercept
images received through various communication channels (blue-
tooth, MMS) on mobile devices based on the SymbianTM oper-
ating systems. Once intercepted, the images are analysed by the
component of the system that automatically classify images with
explicit sexual content. At the current stage the application that in-
tercept images runs on the mobile device, the classifier runs on a
remote server.

Categories and Subject Descriptors
I.5 [Pattern Recognition]: Miscellaneous

General Terms
Security

Keywords
Mobile, Security

1. INTRODUCTION
One of the most challenging security issues regarding mobile de-
vices is parental control. Modern devices can receive large multi-
media contents, e.g. high-definition pictures or video streaming,
and process them. For instance, figure 1 shows the appearance
of a modern smartphone MMS interface. Despite their increasing
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computational capabilities, mobile phones provide little or no pro-
tection against undesired contents exchange. This aspect becomes
crucial when the user of the mobile phone is a minor. While the in-
spection of transferred contents is currently possible for messages
moving through the infrastructured part of the network, the analy-
sis of locally exchanged messages is still infeasible. Short range,
point-to-point connections, for instance using bluetooth or IR links,
create small, temporary networks providing no guarantees on the
sent data.

Figure 1: A typical MMS interface

It seems clear that the devices must equip some self-protection
mechanism in order to safeguard young users. Such mechanism
must be effective, i.e. no undesired data can trespass or avoid it,
and tamper-proof, i.e. no accidental or aimed attack can interfere
with its execution. Moreover, it should not reduce the system us-
ability, e.g. creating long, user-noticeable delays or interfering with
safe functionalities.

Classifiers can recognize and discriminate between harmless and
offensive multimedia contents. However the complexity of such



systems discourages from implementing and running them on small
mobile devices. On the other hand, every device has the connectiv-
ity capabilities necessary for sending and receiving relatively rich
amount of information.

Starting from this consideration, we planned to implement the con-
tents verification system as the composition of two, independent
entities. From one side, on the small device, we have the enforce-
ment architecture. Its goal is to capture the images before they can
be accessed by the user and manage them depending on a classi-
fication score. On the other side, a server runs the classification
engine that provides the classification score to the users that ask for
it.

In this way, we aim to have a complete, effective content manage-
ment system distributed in such a way that the heavier computa-
tion takes place on hardware with no severe limitations and, at the
same time, the costumer’s device holds a complete control on the
enforcement mechanism.

2. RELATED WORK
Much work has been done for securing mobile devices. Their in-
creasing potential and the critical information they have access to,
attract more attention day by day. Almost every new mobile phone
that comes on the market, offers some protection mechanism. Those
mechanisms change from device to device depending on the man-
ufacturer and the software/hardware configuration. For instance, is
common practice to deliver to the user the responsibility to decide
whether some suspicious action is permitted or not. This approach
has one evident shortcoming: it assumes that the user can always
distinguish between a valid operation and a dangerous one. Clearly,
this requirement is in contrast with the parental control scenario.
Indeed, if the actual user is a minor, we can not expect that he/she
can decide autonomously on the correctness of what is happening,
otherwise the parental control would be unnecessary.

Many authors, e.g. [9, 4], proposed monitoring architectures for
enforcing security properties on mobile devices. These mecha-
nisms ensures that the actual usage of the device always follows
a given security policy. Such policy can be defined by the owner,
e.g. parents, and all the users, e.g. children, are under its scope.
In this way, some interesting properties can be defined and a real
parental control can be implemented. However, these frameworks
are specifically built for enforcing security properties on executing
applications and they do not provide any particular control on data
used or received. From this point of view, not only our system does
not interfere with the currently available security mechanisms, but
can also be integrated with them so to obtain a richer set of enforce-
able security properties.

In [6] the authors introduce WebGuard, an automatic filter for ex-
plicit web contents. Roughly, WebGuard exploits images and other
information, e.g. textual contents and a shared knowledge of suspi-
cious sites, to identify dangerous URL. This system aims to detect
and publish on a list those sources that can provide adult contents
to minors. Our prototype works under completely different condi-
tions. Indeed, using connected devices, it is not always possible
to obtain and share the identity of malicious contents providers.
Moreover, our classification tool can work on images with no sup-
plementary information.

Zeng et al. [11] present Image Guarder, a tool for analysing and
recognizing pornographic images. Like in the previous case, this

instrument is specifically designed for web contents. Moreover, it
provides a binary output as a result of the classification. On the
contrary, our classifier rates the image content allowing the user for
applying more expressive policies.

The major attention received by parental control issues is also proved
by the presence on the market of many commercial tools. However
the main products for filtering sexual contents seem to be still far
from a definitive solution. For instance, AdaptiveMobile [1] pro-
poses a filter preventing mobile phones from receiving undesired
MMS. However, this filter works on provider-side. This fact has
at least two main drawbacks. First, it can not be tuned on the real
necessity of every, single phone/user. Indeed, our approach allows
for a wider class of definable properties that can depend on both
the message and the current state of the device. Secondly, being
not transmitted through the infrastructured part of the network, data
sent using local connections, e.g. bluetooth and IRs, is completely
out of control.

3. COMPLETE ARCHITECTURE
The three entities composing the system are the messages intercep-
tor, the contents manager and the classifier. In the current imple-
mentation, the first and second component lay on the mobile device,
while the classifier runs on a server waiting for clients requests.

The interceptor is implemented as a daemon running in background.
Since no assumptions can be made on the time elapses between two
consecutive received messages, this component must be kept free
from any time-consuming computation. The interceptor carries on
asynchronous communication with the contents manager. The first
inserts requests in a shared queue while the second extracts and
processes the waiting elements.

Figure 2: Interactions among the system components

The contents manager communicates with the remote classifier open-
ing a socket connection. Then a triple 〈id, s, v〉, where id is a
unique identifier and v is a vector of s bytes representing the image,
is sent. The server answers with a pair 〈id, n〉 where id is the same
as for the request and n is the computed score. As the classification
may require some time, the messages exchange follows a sliding
window protocol. Hence the client sends a sequence of messages
without waiting passively for the corresponding answers. When a
response packet arrives, the identifier is extracted and the received
score is associated with the corresponding image.



4. IMAGE FILTER ON THE MOBILE DE-
VICE

During the execution, the interceptor keeps in an idle state lis-
tening for messaging events dispatched by the operating system.
These events are fired whenever the device receives a new message.
Since messages can be dispatched through different channels, e.g.
bluetooth and MMS, the application must analyse the correspond-
ing signals and access to the correct locations where the informa-
tion has been stored. Generally, received messages are placed in
a proper position in the file system that is called inbox. Replac-
ing the default system handler, our interceptor accesses the inbox
before the new data is made visible to the user and invokes the con-
tents manager. Subsequently the listening state is restored so to
catch any possible further message.

As the contents manager is called, it immediately hides the mes-
sage to the user. In this way the user is prevented from accessing
data that has not been classified yet. Indeed the asynchronous inter-
action between the interceptor and the manager can lead to a small
delay during which users or applications could exploit for reading
the uncategorised contents. Actually the massages waiting for be-
ing analysed are moved to a private, hidden directory, but other
strategies are also viable, e.g. saving an encrypted copy. After this
step, the application creates a direct connection with the classifier
and sends the image to be analysed. When the classifier completes
its computation, the resulting score is sent back to the mobile de-
vice that evaluates it depending on the current security policy, e.g.
the score must be less than a given threshold. If the score com-
plies with the active policy the content that was previously hidden is
made visible to the user like if it is just arrived. Otherwise the con-
tent is kept definitively out of user’s reach. The current prototype
simply deletes it but we could decide that the offending message is
stored for being available for the inspection of some authority, e.g.
a parent.

The overall behaviour of the system results completely invisible to
the user. Indeed the verification process prevents any signal inform-
ing the user that a new message has been received. In this way, our
tool does not interfere with the normal exchange of legal contents
but for a small delay noticeable from the recipient.

5. IMAGE CLASSIFICATION
In order to perform automatic classification of images having sex-
ual content we defined a binary classifier, that is a classifier that
basically distinguishes between images belonging to a class (im-
ages with sexual content in this case) and images that do not be-
long to the class. In order to define the classifier we used the Sup-
port Vector Machine (SVM) [3] technology applied to images de-
scribed using MPEG-7 visual descriptors [7]. In the following we
will discuss these aspects in more details. We decide to use the
SVM technology due to its potential flexibility in being adapted to
specific applications, given by the number of possible kernels to be
used to characterize the feature space and the parameters that can
be set for fine tuning. In addition, the decision function of an SVM
is conceptually very simple and can be easily implemented on a
mobile device.

6. DEFINITION OF THE CLASSIFIER
The SVM builds classifiers by learning from a training set that is
composed of positive and negative examples.

The training set is denoted as T = {(x1, y1), ...., (xn, yn)} where

xi is a convenient vector representation, which we will discuss
later, of the image i in the training set. Each yi is 1 or −1 ac-
cording to the fact that the training image i is a positive or negative
sample of the class to learn.

6.1 Support Vector Machine
Technically, a SVM finds a hyperplane that divides the space in two
subspaces. The simplest case is that of the linear SVM, where the
learning phase determines a hyper-plane that divides the space in
two subspaces. One subspace corresponds to images belonging to
the class, the other images that do not belong. In this case, omitting
several theoretical details (see [3] for more information), the learn-
ing phase has to find a vector ω such that the decision function

f(x) =< ω,x > +b

is able to optimally classify most of the training set examples.

In most cases it is not possible to linearly separate negative from
positive examples, so a linear SVM is not effective. However, typ-
ically, linear separation is still possible by mapping the vectors in a
higher dimensional space.

Suppose you have a mapping function that maps vectors in a space
of large (even infinite) dimensions where a linear separation can
be found between positive and negative examples. In this case the
decision function can be written as

f(x) =< ω,Φ(x) > +b

Actually, SVM methods do not define the mapping function explic-
itly, but use the properties of the kernel functions.

A kernel functionK, defined asK(xi,xj) =< Φ(xi)
T ,Φ(xj) >,

computes the dot-product of vectors obtained from the mapping of
xi and xj . There are simple kernel functions that easily compute
the dot-product of vectors mapped in very high or even infinite di-
mensional spaces without even knowing the actual mapping func-
tions.

It can be proven that the kernel based decision function, defined
above, can be also represented in the dual form as

f(x) =

nX
i=1

yiαiK(x,xi) + b

in terms of the training vectors. In this formulation, the learning
phase consists in finding the parameters αi (which basically de-
termine the contribution of each example of the training set to the
solution of the learning problem) rather than the vector ω.

We have used the kernel adatron to solve the classification prob-
lem. The adatron was first introduced in [2] as a perceptron-like
procedure to classify data and then a kernel-based was proposed
in [5]. The learning strategy of the adatron is to perform a gradi-
ent ascent to solve the margin-maximization problem between the
positive and negative examples of the training set.



It is important to stress that the learning phase has to be performed
just once for all and can be executed on powerful computers. The
result of the learning phase is just a vector of weights (most of
which are 0) that is used by the decision function to decide the
nature of any analysed image.

6.2 Tuning consideration
The performance of the SVM classification is strongly related to
the choice of the kernel function, the kernel parameters, and some
parameters related to the adatron algorithm, such as the penalty
parameter C, the maximal tolerance on the margin, and maximum
number of iterations.

There is a large number of kernel functions available. We have cho-
sen the Gaussian Radial Basis Function (RBF) given its capability
to recognize separate areas of the vector space where positively
classified elements can be found. The RBF takes as parameter the
variance σ of the underlying Gaussian.

In general, it is not not possible to know in advance the param-
eters that offer the best performance for a specific problem. A
widely used procedure, to chose optimal parameters, is the v cross-
validation. This procedure divides the training set into v different
subsets (folders) of equal size: one folder is used as test set for
the classifier and the other v − 1 folders are used as training sets.
The cross-validation process is then repeated v times using every
time a new folder of the v subsets as test set. Finally the v results
obtained can be averaged to produce an overall evaluation of the
classification system.

In order to automatically find the optimum values for the penalty
parameter C and the variance σ of the RBF, one parameter is kept
fixed and the other parameter grows exponentially and vice versa.
After identifying the best pairs, using cross validation, we per-
formed a finer search on their neighbourhood. Once we have deter-
mined the best choice for (C, σ), we have also tested some possible
values to find the best maximal tolerance on the margin and maxi-
mum number of iterations.

7. IMAGE INDEXING AND IMAGE COM-
PARISON

As previously stated, the classifier works on a convenient repre-
sentation of images, in terms of mathematical descriptions of the
visual feature of the images, rather than the original raw images
themselves. The basic characteristics of an image representation
is the possibility be used to mathematically measure the similarity
between images. Typical representations of images includes, color
histograms, textures, shapes, etc. The process of building represen-
tations of images is called image indexing.

In our application we have used the MPEG-7 standard to represent
the visual features of images. More specifically we have used the
MPEG-7 image Visual Descriptors defined in [7] using a feature
extractor built upon the MPEG-7 experimentation model (XM, [8])
of MPEG-7 Part 6: Reference Software. We extract 5 MPEG-7
descriptors: ScalableColor (a color Histogram in the HSV Color
Space), ColorStructure (captures both color content and informa-
tion about the spatial arrangement of the colors), ColorLayout (rep-
resents the spatial layout of color images), EdgeHistogram (spa-
tial distribution of five types of edges), and HomogeneousTexture
(characterizes the properties of texture in an image).

Image size Query session Image processing %
66 Kb 9047 ms 8094 ms 89
118 Kb 8791 ms 7859 ms 89
169 Kb 8360 ms 7177 ms 86
593 Kb 22081 ms 19062 ms 86

Table 1: Execution times

In order to measure the similarity between two images according to
a specific visual descriptor, [10] suggests some distance measures:
the shortest the distance the higher the similarity. To have a single
similarity measure we perform a linear combination of the individ-
ual distance functions. The obtained distance function is used in
place of the Euclidean distance in the RBF kernel.

We apply the image indexing process in two different phases: 1)
images of the training set have to be indexed before starting with
the learning process; 2) images received by the smart phones have
to be indexed before being analysed by the classifier.

8. VALIDATION AND PERFORMANCES
In order to validate the prototype we have created a test set con-
sisting of about 400 images with sexual content and 10000 images
with no sexual content. These images were clearly not part of the
training set. Our classifier was able to to correctly classify more
than 90% of the images with sexual content and also above 90%
of the images with no sexual content. In other words, 10% of the
images with sexual content where erroneously classified as non of-
fensive images, and also 10% of the non offensive images were
erroneously classified as offensive.

Consider also that the threshold to decide between offensive and
non offensive images can be personalized. For instance, by low-
ering the threshold we can increase the percentage of recognized
offensive images. However, this also increase the percentage of
non offensive images that are erroneously detected as offensive. As
an example, if we use a threshold that recognize 97% of offensive
images, we erroneously classify as offensive 21% of non offensive
images.

Table 1 summarises the results of our experiments. The second
column shows the time interval taken by the whole process (from
the message receiving to the message (dis)approval) while the third
column contains the classification times. The last value of each
row is the percentage of the total time consumed by the server for
processing the image.

We tested our framework on a Nokia E-61, equipped with the Sym-
bian OS v9.1, and with the classifying service running on a 2 GHz
desktop machine. Clearly, this configurations in not appropriate for
a server that, in principle, should be able to process many concur-
rent requests. However, this experiment proved that our approach is
feasible without compromising the overall usability of the mobile
device. Indeed, being in the order of few seconds, the produced
delays are consistent with the standard messages delivery services
since, in general, they provide no time guarantee.

9. CONCLUSION AND FUTURE WORK
We presented a framework for sexual contents filtering on mobile
devices. Our prototype intercepts received messages before the
user can access them. Images are processed and sent to a remote
classifier that rates them. Then, the obtained value is used to de-



cide whether the message can be delivered or not. Our system is
designed to work with both data received from infrastructured net-
works and from temporary, short range connections. Hence, the
protection provided is effective on every kind of incoming mes-
sage. Moreover, it does not reduce the usability but for generating
a small delay in the reception of multimedia messages. As the ap-
plication does not need any manual configuration, it is appropriate
for users with no technical skills, for instance a parent.

However, further improvements can be done. Indeed, in order to
reduce the computational load of the mobile devices, the classifi-
cation process takes place on a remote server. This approach offers
several advantages deriving from the computational capabilities of
the server. On the other hand, we can imagine that the direct ac-
cess to a remote classifier is not always available or convenient.
This problem can be solved applying some pragmatic solution like
storing in some protected location the messages not yet inspected
and processing them when a suitable connection to the server is
available. However, we must observe that the actual computational
profiles of the most common mobile devices allows for executing
relatively complex tasks. This consideration suggests that a classi-
fication algorithm can be implemented and run directly on device.
In this sense we are already working on a lightweight classifier.
Clearly this approach need to be further studied since, at the best of
our knowledge, a similar system is still missing on mobile devices.

Exploiting this classification framework and our security monitor-
ing techniques, see [9], we also plan to create an integrated envi-
ronment for defining fine-grained, high-level security policies. Us-
ing history-based security mechanisms we can define sophisticate,
quantitative properties that also cope with parental control issues.
For instance imagine properties like “do not play games or music
at school” or “do not send more than X SMS”. This new approach
can be used to extend our model with qualitative properties like
“do not send/receive SMS to/from phones that attempted to share
pornographic images”. The composition of these two techniques
generates a completely new set of security properties that become
available for defining and enforcing top level parental control poli-
cies on small devices.
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